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Notices & Disclaimers
Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on system configuration.

No computer system can be absolutely secure. 

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For more complete 
information about performance and benchmark results, visit http://www.intel.com/benchmarks .

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured 
using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and 
performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information 
visit http://www.intel.com/benchmarks .

Benchmark results were obtained prior to implementation of recent software patches and firmware updates intended to address exploits referred to as "Spectre" and "Meltdown." Implementation 
of these updates may make these results inapplicable to your device or system.

Intel® Advanced Vector Extensions (Intel® AVX)* provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX instructions may cause a) 
some parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or maximum turbo frequencies. Performance varies depending 
on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, 
and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. 
Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel 
microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. 

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs and provide cost 
savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction. 

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced data are accurate. 

©  2018 Intel Corporation. 
Intel, the Intel logo, and Intel Xeon are trademarks of Intel Corporation in the U.S. and/or other countries. 
*Other names and brands may be claimed as property of others.
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One year ago...

Was difficult for people outside Intel to contribute

No transparency on work going on inside Intel

Internal automated test framework

SPDK needed to truly become an open source community –
not just an Intel open source code repository!
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Since then...

Patch reviews – Gerrithub

Public Continuous Integration

#spdk (IRC)

Trello

Meetups

• SPDK US Summit (Santa Clara, CA)

• SPDK Developer Meetup (Chandler, AZ)

• SPDK China Summit (北京)



Community Growth
Compare:

• 6 months ending 1-Mar-17
• 6 months ending 1-Mar-18

Page Views +65%

Unique Visitors +96%



SPDK Patch Commit Statistics

SPDK Version Total 
Commits

Committers 
outside Intel

Commits 
outside Intel

% Commits 
outside Intel

18.04 (so far) 439 7 56 12.8%

18.01 775 14 79 10.2%

17.10 753 8 17 2.2%

17.07 685 7 11 1.6%

17.03 483 8 18 3.7%
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Orchestration

Cinder plugin for SPDK

Provision ephemeral storage using SPDK:

NVMe-oF target

Logical volumes

Dynamic configuration via JSON-RPC

Enables SPDK ephemeral storage provisioning for OpenStack!
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Accelerators

DPDK Framework

 Hardware Accelerators

 Optimized Software

Key per bdev

No SPDK key management

 Keys passed to SPDK over 
privileged JSON-RPC 
channel

DPDK
Framework

NVMe bdev

NVMe Controller

Namespace

Logical Volume Store

lvol
bdev

lvol
bdev

lvol
bdev

crypto
bdev

crypto
bdev

crypto
bdev
KEYKEYKEY

cryptodev
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Userspace TCP/IP

FD.io – The Fast Data Project

 VPP – Vector Packet 
Processing

Utilize VCL (VPP 
Communications Library) for 
accelerated TCP processing

Integration with SPDK iSCSI 
targeted for v18.04 release

SPDK Target

VPP

TCP Socket Abstraction

iSCSI

VCL

Shared
Memory

POSIX

Linux
Kernel

NIC NIC
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TCP Transport for NVMe over Fabrics

NVM Express adding TCP as new NVMe over 
Fabrics transport

 Spec release expected later this year

SPDK adding NVMe-oF TCP transport

 Aligned with spec release

 Kernel TCP stack first

 VPP integration possible in the future
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and more...

Block Device Quality of Service

 Rate limiting per bdev

virtio-blk Polled Mode Driver

 Enable SPDK applications on virtio-blk storage in QEMU-based VMs

Packaging

 Working towards easier deployment

JSON Configuration



Future Areas of Development

Block Device Aggregation

 striping (RAID-0)

 concatenation

Mirroring/Replication

 RAID-1, remote replication

Fibre Channel

Data compression

Interactive Configuration Tools
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Call to Action

Learn today from industry leaders and SPDK experts

Join the community!




