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Stor4dNFV: Exploration of Cloud-native
Storage in OPNFV
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NFV Cloud

A Network Functions Virtualization (NFV) cloud is a datacenter and
network built to host, deploy, and service virtual network functions (VNFs)

using a cloud network.
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OPNFV

s accelerate NFV transformation }%
»» a reference NFV platform
% an integrated open source platform
¢ a large range of use cases
hi-definition video streaming for use with virtual CDN g %

Cache
Server
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OPNFV Storage Project Landscape
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* There is only one official OPNFV project that is solely focusing on storage — storperf, which is providing the benchmarking for

storage performance. There is no storage functionality focused project.

* Ceph has been part of the official release architecture since Arno, however it is only used by the installers and there is no project
covering how to use it in a functional view
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Stor4NFV

Stor4NFV provides a storage solution based on Ceph and OpenSDS, and
focuses on the optimization for storage intensive use cases of NFV,

like 1/0O performance improvements.
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Stor4NFV: Status

O Became one official OPNFV project in Sept 2017

O F release
* Integrate Ceph with OpenSDS
* Build installers of Stor4NFV, including Compass4NFV

* Support K8s scenario

O Goals of G release

* Integration with Apex installer

e Support OpenStack scenario

* Integration with storperf project

* Client cache performance
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Stor4NFV: Target

|/O performance improvements will be one initial target, but we also need to
consider scaling and stability factors as well. Ultimately storage will need to

progress to be a key part of the entire OPNFV architecture.

* Client RDB cache to accelerate Ceph |I/O read and write
* High throughput and low latency solution based on all flash storage media

* Customized optimization approaches for different sorts of data, such as small data
and large data
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Stor4dNFV Architecture
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Ceph

APP APP HOST/VM CLIENT
4 RADOSGW RBD CEPHES
LIBRADOS
: : Aty aloving gsavy. competitio vt [omibL oS e[St o st
Ceph is by default recommended in the e t it ikl i v i ool
reference design since A release. anc PHP

For Stor4dNFV project, Ceph is the backend
driver of OpenSDS.
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OpenSDS

OpenSDS is software-defined storage control for
traditional and cloud native environments with

enterprise, commodity and cloud storage
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OpenSDS: Framework

OpenSDS

Cloud Deployment

Docker Kubernetes Mesos
Foundry

OpenStack OpenShift Azure Others
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Cloud Native Computing Foundation - CSl J
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OpenSDS: Architecture

Integrates with
application/cloud
framework
orchestrators

Connects to storage
backends. Scale-out
with storage. Discovery,
pooling, configuration,
status

Nada
Nada

Node

Orchestrator
Sushi Plug-in

Hotpot Controller
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Centralized, unified
management and
scheduling

Hotpot Hub

.I'

lll.

Supports storage for
Cinder, Ceph and SNIA
Swordfish Standard
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OpenSDS: Key Value to Ceph

STORAGE PROFILE

* Profile Name
* Regions {list of regions storage can be provisioned from}

* Protocols {list of data transfer protocols}

Policy_Driven OrCheStratOr « Profile Policies (configured by administrator)

+ Max Request Size {max vol/share/object size}

Storage provisioning and + Performance {QoS, latency, throughput, IOPs}

Data Management * Availability {HA mirror|replicas|EC{m,n}, geo-distribute}

* Optimization {thin|compress|dedupe}

* Protection { {snapshot|backup {pool}}}

+ Lifecycle{event{migrate|replicate|compress|archive|delete|erase}}}
» Tiering {list of tiers and conditions}

* Networking {VPN ...}

» Security { ACL, encryption, compliance, ...}

» Sharing { none | read write | read only } {list of tenants to share}
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OpenSDS: Key Value to Ceph

template.yml

configFile: /etc/ceph/ceph.conf
pool:
ssd:
|- — -storageFyperbloek — - — - — - — - n
recoveryTimeObjective: 0 .
provisioningPolicy:
Lo —fif@0— + = s = s =t m e e =
accessProtocol: rbd
maxIOPS: 1000
disks:

Dedicated Differentiator “hostname: test

path: /dev/loop0

Enable advanced features

(config, crushmap, ...

Configurer Controller

Ansible-deployer Collector Generator
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OpenSDS: OpenStack Scenarios

O Keystone Integration

Heat/Horizon Nova
* OpenSDS should recognize tenants (projects in OpenStack) and users created | .

in OpenStack Keystone. —_— R

* OpenSDS should provide authentication and multi-tenant authorization Create/Delete Attach/Detach
volume volume
through Keystone’s Identity APIs.
. Cinder-compatible api

O Glance Integration
* OpenSDS also needs to integrate with Glance and work with its image stores so Hotpot

that hotpot can upload volume to image stores and create volume from image. Hotpot native api
O Cinder Driver Lib Integration

Hotpot controller

* There is a POC implementation of Cinder driver lib by a Red Hat engineer:

https://github.com/Akrog/cinderlib. It is a Python library that allows volume Hf’_t_Ff'f’_l_r_‘_U_l_? __________________________________________

drivers to be used outside of Cinder. We can write a golang-python sdk of cinder-native driver | opensds-native driver vendor driver

southbound driver that uses this driver lib.

Cinder Driver Lib



https://github.com/Akrog/cinderlib
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OpenSDS: Kubernetes Scenarios

O Container-Storage-Interface (CSl)

» Enable storage vendors (SP) to develop a plugin once and have it
work across a number of container orchestration (CO) systems. / Kubernetes \
* OpenSDS is the first batch of storage controllers to support CSl in [ Kubernetes API Server }
k8s 1.9 [ Kubernetes Controller F{ Kubernetes Service Catalog i
O Kubernetes Service Catalog f ey
* Integration between Kubernetes and brokers implementing the OSB API. \ [ Kubelt?l(CSU ‘ ?PBHSDSiEW'CB _B_“_"_“ff_ /
* 4 resources: Broker, ServiceClass, Instance, Binding. Y P
O OpenSDS Service Broker [ c8Biugn } *| Conroler
* Responsible for advertising a catalog of service offerings and service plans Do&,////;:m{\[;ock

to Service Catalog, and acting on requests from Service Catalog for [ ] [ ] [ }
VM Ceph Vendor

provisioning, binding, unbinding, and deprovisioning.
https://github.com/opensds/nbp

* Expose OpenSDS advanced features (replication, migration, data

protection and so on) to Kubernetes without changing a line of code.
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